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1. INTRODUCTION

In this report we summarize our work on estimation of parameters in Spatial Infectious-
Disease Models from sugar cane plant infection data, using MCMC methods. We fit a basic
infectious disease model, which is a case of a more general model studied by Gibson (1997) [2]
and by Keeling & Rohani (2008) [5]. For each plant the model assumes spontaneous infection
which follows a Poisson process with time-dependent rate determined by a parameter p and the
state (healthy/infected) of other plants.

The likelihood function was highly dimensional, since it was determined by three parameters
and 1742 infection times of the plants. For simplicity we first started with a discrete time model
and tried MCMC with Gibbs Sampling. However, running a program in C implementing the
algorithm took a very long time, even for 500 iterations E| (our goal was to use at least 11000
iterations). As a result, we decided to first consider other methods of estimating the parameters.

The first thing we considered was using Particle MCMC (PMCMC) methods. A good survey
paper on this rather new MCMC approach is by Andrieu, Doucet, and Holenstein (2010) [IJ.
They mention that PMCMC is useful for estimation of parameters in highly dimensional models
with a lot of dependence in the parameters. In particular, this approach has an advantage over
standard MCMC because the latter algorithm might get ”stuck” in a local maximum because
the likelihood function is very complex. The drawback is that the algorithm takes a significantly
longer time to complete one iteration in comparison to standard MCMC, especially if a large

number of particles are used.

Since we did not have previous experience with using MCMC, we first attempted applying
this method to several toy examples. The first two were simplified versions of a hidden AR(1)
model considered by Andrieu, Doucet, and Holenstein (2010), while the third was a simple hid-
den birth-death process studied by Laubli (2011) [6]. While the results for the first two examples
were not satisfactory (possibly because not enough particles were used), applying PMCMC to
the birth-death process produced reasonable results, and we decided to attempt to apply the
method to the discrete version of our model. However, we realized that the code was getting
rather complicated, and the running time would not be better than for standard MCMC with
Gibbs Sampling. Thus we abandoned this approach.

We considered running parts of the program in parallel, however before doing this, we thought
about whether it would be possible to simplify the likelihood function for the discrete version
of the model. It turned out that a few drastic simplifications were possible, which could signif-
icantly reduce running time. After implementing these simplifications, the new version of the
program ran faster, but would still take a relatively long time to complete.

1Xin Wang ran the algorithm for 500 iterations, and it took about 5 days to complete.



In order to further improve running time, we decided to use an approximation of the likelihood
function (by truncating the kernel of the gaussian functions which were part of the likelihood
function). Implementing this new idea required a programming trick, which when implemented,
led to a drastic reduction in running time. The final version of the program for the discrete time
model ran in around 40 minutes for 110000 iterations; the original version would take approxi-
mately 110 days to completeﬂ .

Finally, we considered a continuous-time version of the program, which was more realistic
than the discrete one. After implementing similar simplifications as with the discrete version,
the resulting program also ran very fast and ran in around 30 minutes, while producing esti-
mates that were similar to the discrete version. We were pleasantly surprised that using standard
MCMC still allowed us to efficiently estimate the parameters in a highly dimensional and com-
plex model. We believe that it may be possible to use a similar approach to perform inference

in an even more complicated infectious disease model.

This report is organized as follows. In section 2 we present both the discrete and continuous
versions of the infectious disease model fit to the data. Section 3 includes a brief description
of the data. In section 4 we present the results of the original version Metropolis within Gibbs
Sampler algorithm applied to the data. Section 5 contains a background on PMCMC methods,
while Section 6 includes three toy examples of application of PMCMC. In section 7 we discuss
our attempts to apply PMCMC to our problem. Section 8 describes the application of MCMC
with Gibbs Sampling and Simplification for both the discrete and the continuous time models,
and the results of this application. Section 9 provides some concluding remarks, while section
10 contains the Acknowledgements.

2. MODEL

Consider a field of plants Sq, So,...,Sy. We assume the infection is spread by aphids. When
aphids land on a plant, they stay there (and reproduce), so that at any point in time a plant is
either healthy or non-infected. Furthermore, once a plant gets infected, it stays infected.

Once a plant is infected, the infection spreads from this plant at constant rate 6 (not dependent
on how long the plant has already been infected for). As a result, the rate at which the infection
spreads from an infected plant S; to a healthy plant S; (for 1 <,5 < N) is 6f(D(, j)), where
D(i, j) is the Euclidian distance between plants S; and S, and f is a kernel function.

We restricted f to be a Gaussian depending on a parameter o:

(1) fD)=

2

o

2o
For each plant S; let 7; be the time when plant S; becomes infected. If plant S; is never
infected, we set ; := o0.
We assume that for each healthy plant S;, the infection rate is determined by a constant p
and the cumulative rate at which the infection spreads from infected plants to the healthy plant.

2Based on the assumption that it takes about 5 days to execute 500 iterations.



Therefore, we define this rate at time ¢ to be:

(2) Xig=p+0 > f(D(i,j))

Jimi<t

The above form is similar to the model studied by Meyer et al. (2011) [7].

We set Inverse Gamma priors for the parameters p, 6, o so that u ~ IG(a1,b1),0 ~ [G(az,be), 0
IG(as,bs). Define:

3) (1,0, 0) = (a1+1)9—b0—(ag—i-l)u—l;—(ag—i-l)a—l;g

We assume that the field of plants is observed at times tg = 0,¢1,%9,...,t; = K with 0 < t; <
to < ... < tg, and at time O all plants are healthy. At each observation time for each plant we
record whether it is healthy or infected. As a result for each plant S;, we can record L; - the
last time the plant was observed uninfected, with L; = t; for some j. If L; = K, we know the
plant is never infected during the whole observation period [0,7]. Otherwise the plant was first
observed infected at time U; = tj41, hence 7; € (L;, U;]. We set uniform priors for 7; (so in the
discrete model 7; has a uniform distribution over the integers L; + 1, L; + 2, ..., U;, while in the
continuous model 7; ~ Uni form[L;, U]).

2.1. Discrete Model. In the discrete model we assume that time is discrete and K € N, so
that 7, € {0,1,..., K}. Then for k =1,2,..., K, the probability that the plant .S; is healthy at
time k conditional on it being healthy at time k — 1 is e i*, so that:

(4) P(r; >kl >k —1) = e ik P(r; =kl >k—1)=1-— e ik

We assume that whether a plant becomes infected in the next period depends only on the
state (healthy/infected) of the other plants in the current period. Therefore, by taking the
product over the times 1,2, ..., K and over the plant infection probabilities at each time, we get
an expression for the likelihood function up to a multiplicative constant:

K
(5) 7(0, p, o, {:}) ox 310 H [T a-e?o) I e [[1(Zi <7 < Uy)
=k T >k 1eX
where X = {1,2,...,N}. We set logn (0, u,0,{7}) := —o0 if 7; & (L;,U;] for some i € X,

and otherwise:

K
(6) 10g7r(6,,u, g, {TZ}) C+S ,u,@ U +Z Z IOg 1_6 Zk Z )\z,k)

k=1 i:;= T >k

min(K,7;—1)

=C+ S(u,0,0)+ Zlogl—e ”“ Z Z ik

T <K 1EX

for some constant C.



2.2. Continuous Model. In the continuous model, we assume the infections follow a homoge-

neous Poisson process with rate \;; for plant S; at time ¢ € [0,7]. Then:

K K
log (8, u,0,{1}) =C+ S(n,0,0) + Z (—/ Airdt) + Z (_/0 Airdt 4+ log(Nir))

T >K 0 T <K
which can be written as:

(7) logm(p,0,0,{ri}) = C +S(u.0,0) = > [Ku+0 Y (K—75)f(D(i )]+

1T > K Jimi <K

Do lumi—0 ) (mi =) (DG, ) +log(u+6 Y f(D(i,)))]

1 <K JiTi<Ty J:Ti<Ty

3. DAaTA

During the experiment a field of sugar cane plants in Guadeloupe was observed. The size of
the field was around 25 by 50 m, and the plants were in a grid with dimensions around 17 by
103 plants. The total number of plants was 1742.

Plants were first observed at time 0 and were all healthy at that time. They were then
observed after 6, 10, 14, 19, 23, and 30 weeks. For the discrete time model, we assume time is
measured in weeks, so that K = 30.

The state of the plants at the time of last observation is shown below. If a plant has a red

star in its location, it is infected.



Plant States at Time K = 30
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4. MCMC wITH GIBBS SAMPLING AND NO SIMPLIFICATION

We first present our original approach to estimating the parameters in the discrete model (we
decided to start with the discrete model since it seemed simpler). We used Metropolis within
Gibbs Sampling as follows:

Stepn = 1:
Set 1(1),6(1),0(1) arbitrary positive real numbers, and for every ¢ € X, set 7;(1) an arbitrary
integer in (L;, U;].

Stepsn=2,..., M:
1. Propose p' ~ N(u(n — 1),0%); set u(n) := ' if log(U) < logn’ — logTyq; otherwise set
uln) = p(n — 1).
2. Propose 8/ ~ N(0(n — 1),02); set O(n) := 0 if log(U) < logn’ — logmyq; otherwise set
O(n) :=0(n—1).
3. One-by-one for each i € X propose 7/ ~ 7;(n — 1) — 1 + 2 x Bernoulli(3). Set 7;(n) := 7/ if
Ti

log(U) < log 7" — log myq; otherwise set 7;(n) := 1;(n — 1).



4. Propose o/ ~ N(o(n — 1),02); set o(n) := o if log(U) < logn’ — logm,4; otherwise set
o(n):=o(n-—1).

In each of the above steps, U is a Uniform(0,1) random variable, log 7’ is the log likelihood
with the ”proposed” parameter instead of the old one (while the rest of the parameter values
from step n — 1), while log 7,4 is the ”old” log likelihood, i.e. with the parameter values from
step n — 1.

Results
In the original program (included in Appendix 2) implementing the algorithm o was set to 1
to reduce running time and keep the model simpler. Nevertheless, when Xin ran the program
for 500 iterations, it took approximately five days to complete. The goal was to execute the
algorithm for 11000 iterations (and burn-in of 1000), thus if we assume that each iteration takes
roughly the same amount of time (which is reasonable since the same number of steps in the
calculations is performed and we assume the values of the parameters are relatively stable), then
500

to complete this many iterations would take about 11000 x 2= = 110 days. This would be a

very long amount of time, thus we considered using other approaches, and we decided to look
into Particle MCMC.

5. PARTICLE MCMC

5.1. Background.

5.1.1. Hidden Markov Models. Consider the following Hidden Markov Model (also known as a
State Space Model). We have a Markov process {X,,} with X,, € X with initial and transition
probability densities given by:

(8) X1~ po(-); Xnga|(Xn =) ~ fo(|2)

where 6 € O is a parameter. The process {X,,} is observed through a process {Y,,} with Y, € ),
and Yj,s assumed to be conditionally independent given {X,}. Y,, depends on {X,} according
to the following marginal probability density:

(9) Yn‘(Xl,XQ,...,Xn:$,...,XT)Ngg('|l')

Let T be the length of the Markov chain {X,,}. For any k,l € N,k <[ denote by xj,; the chain
(T, Tks1,---,27). Then for fixed 0 € O, the joint density of (z1.7, y1.7) is:

T T
(10) po(zrr, yrr) = po(xr) [ [ fol@nlzn—1) T g6(ynlan)

Therefore given a prior density p(f) for 6, the posterior density pg(x1.7|y1.7) satisfies:

(11) po(z1ly1) < po(w1:m, y1.7)p(0)

The goal is, after observing {Y,,}, to perform Bayesian inference about §. However, the joint
density in may be highly dimensional and furthermore a complicated expression, especially
if there is high dependence of the X,,s. As a result, standard MCMC methods may not be able
to efficiently sample from such a distribution and may ”get stuck” in local maxima.



5.2. Sequential Monte Carlo Sampling. The following Sequential Monte Carlo (SMC) algo-
rithm is used to produce a sample chain {X,} € X T with distribution according to py (z1.7|Yy1:7)
in based on the observed data {Y,}1<n<r for a fixed § € ©. We again assume that T is
the length of the Markov chain {X,}. The idea is to sample N particles at each step; for n > 2
every next particle X” is sampled based on some ancestor particle X _; and the corresponding
obervsed value y,. The sampling is done using impotance samphng (we assume we know the

joint density pg(z1.7,y1.7) up to a multiplicative constant for a given 0).

Stepn = 1:
1. Sample the first particles XF ~ gg(-|11).

2. Compute and normalize weights:

Wk = po(XT,y1) _ po(X1)g0(y1|XT)
a6(XFly1) ao( X%, y1)

ot

S, Wi

W =

Stepsn=2,...,T":
1. Sample the ancestor indices A% | ~ F(-|W,_1).
Ak Ak
2. Sample the nth particles XX ~ go(-|yn, X, "7"). Set X} = (Xl:a:l),Xff).
3. Compute and normalize weights:

Wk? — pa(anwyl!n) f (Xk|X n 1)99(yn|X )
n = A =
qe(Xﬁ‘yn)X n 1)p9(X 1:(n il)aylz(nfl)) QH(Xn|ynaanil)
Wk .— %
XL W

Here F(-|Wy_1) is the discrete multinomial distribution.

The sample X1.7 is produced by sampling an index k in {1,2,..., N} using the discrete multi-
nomial distribution on the last vector of weights (W4, W2,..., WA) and setting Xir =X fT.

The SMC algorithm also allows to estimate the marginal likelihood py(y1.7) as follows:
T

Poyrr) == p(w1) [ [ Bo(wnlynin—1))
n=2

where:

Mz

1
12 n (n— AT
( ) Po(y \91 1 N 2



Problems with SMC algorithms:

1. It is not clear how to find ”"good” proposal densities gp(z1|y1) and gg(xp|yn, Tn—1) for n =
2,...,T. An 7extreme” case by Gordon et. al (1993) [3] is to use the prior densities:
qo(z1ly1) = po(x1), qo(Tn|yn, Tn—1) = fo(zn|rn—1). According to Ionides et. al (2006) [4],
this is actually the only possible choice if fy(x,|x,—1) is very difficult/expensive to sample
pointwise, but not hard to sample from.

2. As T becomes large, fewer and fewer components sampled at time n << T still have de-
scendants at time 7', thus when T" — n is large, the approximation of the marginal density
po(xn|y1.7) may be poor. However, according to Andrieu, Doucet, and Holenstein (2010) [,
this is not a problem when using SMC in PMCMC.

3. The algorithm takes a long time to run.

4. It is possible that some of the un-normalized weights W,’: are so small, that they are perceived
as 0 by computer software. It may happen that during a particular step all steps are so small,
that they are perceived as 0; then they cannot be normalized and the program crashes.

5.3. Conditional SMC Algorithm. The following modification of the SMC Algorithm is used
in the Particle Gibbs (PG) Sampler. The idea is to start with a fixed chain X.7 (and a fixed
vector of ancestor indices By.p with B; € {1,2,...,N}), generate the remaining particles as in
a standard SMC algorithm, but ensure that the chain Xj.p survives all T sampling/resampling
steps.

Step n = 1:
1. For k # By sample the first particles XF ~ qo(-|y1); set Xfl = X;.
2. Compute and normalize weights:
_ me(X)go(wn | XE) ok W

Wk .= WP s ————
! qo(X ¥, y1) PN Wl

Stepsn=2,...,T:

1. For k # B, sample the ancestor indices AR~ F(|Wp1); set Afﬁl = By_1.

2. For k # B, sample the nth particles Xk~ qg(-|yn,X:§1_1); set X,{?” := X,,. For all k set
Xk, = (X, XE).

3. Compute and normalize weights:

Ak )

i JoXRIX " gelynl X)) TR

W = S ]
qa(Xﬁ‘yn’anI ) I=1"n

The sample X 1.7 is then produced just like in the standard SMC algorithm.

5.4. Particle Markov Chain Monte Carlo - PMMH. We first present the Particle Marginal
Metropolis Hastings (PMMH) Algorithm for performing inference for {X,} and 6 based on
observed data {yn}1<n<7-

Step 1:



1. Set 0(0) arbitrary.

2. Run an SMC algorithm targeting py(o)(z1.7|y1.7); sample X1.7(0) ~ Pg(o)(-|y1:7); let Poo) (v1:1)
be the estimate of the marginal likelihood.

Steps k=2,...,M:

1. Sample 0* ~ ¢(-|0(i — 1)).

2. Run an SMC algorithm targeting pg«(21.7|y1.7); sample X{., ~ Po«(-|y1.7); let Po=(-|y1.7) be
the marginal likelihood estimate.

3. Compute the following acceptance probability m:

Por (yr0)p(07) q(00i — 1)}67)
Poi—1) (yrr)p(0(i — 1)) q(6*16(i — 1))
With probability 7 set 0(i) := 0%, X1.7(i) := X{.7 , Po)(y1:17) = Po (y1.7); otherwise set
0(i) == 0(i — 1), X1.7(i) :== Xo.r(i — 1), Pos)(1:1) = Pogi—1) (Y1.7)-
5.5. Particle Gibbs - PG. We now present the Particle Gibbs (PG) sampler. The algorithm
works in the same way as the standard Gibbs sampler, as it alternates between sampling from

T:=1A

p(0|ze.r, y1.7) and p(x1.7|0,y1.7) = pe(z1.7|y1.7). However, the second type of sampling - from
po(x1.7|y1.7) - is often impossible, thus the Conditional SMC sampler is used for this part instead.

Step 1:
1. Set 0(0) arbitrary, X;1.7(0), B1.r(0) arbitrary.

Steps k=2,...,M:
1. Sample 0(i) ~ p(-|X1.7(i — 1), y1.7)-
2. Run a Conditional SMC algorithm targeting py(;) (x1.7|y1.7) conditional on Xy.7 := Xj.7(i—1)
with ancestral lineage By = Bip(i—1); let 139(,-)(~|y1;T) be the marginal likelihood estimate.
3. Sample Xy.7(i) from pg;(-|y1.7) and record By.r (7).

6. Toy EXAMPLES

6.1. Example 1: Hidden AR(1) Processes. Before attempting to apply PMCMC to our
model, we decided to try it on several toy examples. We first considered two simplified versions
of the non-linear hidden Markov model explored by Andrieu, Doucet, Holenstein (2010) [I]. The

first version was:
(13) X; ~N(0,1); X, ~ N(X,_1,08),n=2,...,T
Xn

2000
with parameters o1, 03. The second was:

(14) Y, ~ N(( )208),n=1,....,T

(15) X; ~N(0,1); X, ~ N(Xp_1 4 p£1,0.01%),n =2,...,T

Xn
(16) YnNN(ﬁ—i—uz,O.Oﬁ),n:l,...,T



with parameters pq, po.
For the first model we used the proposal densities o} ~ |N(o1(i—1),72)|, 04 ~ |N(o2(i—1),72)|
and for the second model uj ~ N(pu1(i — 1),7%), ub ~ N(u2(i — 1),7%). Here, T is a parameter
chosen before the algorithm is run.

For simplicity we assume a fat prior for the vector of parameters 6, so that p(6) = 1 for all 6.
Then for each model the acceptance probability reduces to:

Po- (yr.7) q(0(i —1)|6%)

Ti=1A = -
Poii—1)(yr.r) q(0%]0(i — 1))

Finally for SMC sampling, we also assume the simplest case, i.e. gp(z1|y1) = po(z1),

QG(mn‘yna xn—l) = f@(«rn’xn—l)~

Note that in order to make sure the non-scaled weights Wﬁ do not get too small, we made
the mean of Y,, small relative to the variance in the first model - in view of , - and made
the variance of X, and Y,, small relative to the mean in the second model - in view of , .
We wanted to not allow the non-scaled weights to not get too small since in the estimate
of marginal likelihood is based on those weights, and therefore if W,? get sufficiently small, they
are perceived as 0 by the program and as a result the estimate of marginal likelihood becomes

0, which does not allow for proper execution of the algorithm.

Results

In the first model the parameter is (01,092) and in the second it is (u1, u2). For each model
we generated a sample Markov Chain {z,} and then a sample of "observed” data {y,}, which
is then the only data used to make inference about the parameter. We set N = 200 particles,
T = 30 for the first model, and N = 100 particles, T' = 20 for the second model. For the first
model we set the "true” value of parameter to be (2,0.25) and for the second - (2,0.5). We used
11000 iterations with a burn-in of 1000. We tried the following values for 7: 0.1, 0.01, 0.005,
0.001. For each value of 7, the algorithm was run twice (if the program ”crashed” as will be
explained later, the algorithm was run again.) The C programs are included in Appendix 2.

The results of running the PMMH algorithm on each of the two models are presented in tables
1 and 2. They are very bad for all possible values of 7 we tried. The acceptance probability
seems stuck around 0.75 for the first model, and also tends to be high for the second model,
while the estimates of the parameter are usually way off in comparison to the true value. Also,
quite often the non-scaled weights in some step of the SMC algorithm were all perceived as 0
by the program because they were too small, and as a result the program was not even able to
produce an estimate (i.e. it ”crashed”). In the tables, rq.. is the acceptance rate; the two lines
for each value of 7 correspond to the two runs.

The unsatisfactory results may be attributed to the fact that there were not enough particles
used in the algorithm, or there were not enough iterations. Andrieu, Doucet, Holenstein used
50,000 iterations with a burn-in of 10,000, and found that when the length of the chain was T =
100, at least N = 2000 particles should be used. Furthermore, as we already mentioned, quite



often some of the non-scaled weights are perceived as 0, resulting in a bad approximation of the
marginal likelihood. Finally, it is possible that there were some mistakes in the code. However,
we focused more on carrying out successful estimation of the parameters for the infectious disease
model on the plant data, therefore we did not spend much time working with these two examples
and moved on to another, simpler example, just to make sure that the PMMH algorithm worked
at least on that one.

TABLE 1. Results of PMMH Algorithm applied to First Model

o

o3

Tace

0.1

2.502950
4.138815

4.138815
2.039372

0.747432
0.745704

0.01

0.982180
1.301243

0.471581
0.244384

0.759069
0.756978

0.005

1.811632
1.020260

0.270937
0.375343

0.752523
0.752978

0.001

1.247902
1.323852

0.721446
0.439553

0.757160
0.747886

TABLE 2. Results of PMMH Algorithm applied to Second Model

T i i Tace

0.1 | 7.635100 | 2.043363 | 0.701336
-3.148410 | 3.814380 | 0.944995

0.01 | 1.486573 | 1.840478 | 0.999818
1.319873 | -0.591851 | 0.606055

0.005 | 1.842549 | 0.388695 | 0.999818
1.679002 | 0.801131 | 0.999909

0.001 | 1.933463 | 0.321237 | 0.999909
2.236695 | 0.378275 | 1.000000

6.2. Birth-Death Process. We next try to reproduce the results published by Léaubli (2011)
[6] for estimating the parameters of a simple birth-death process. Laubli considers the following
model, in which the sample spaces X for X,, and Y for Y,, are both {0,1}, and:

P(Xn:1’Xn_1:O):Ql,P(Xn:an_l:0):1—01, n:2,...,T
P(X,=0/X, 1=1)=03,P(X,=1X, 1=1)=1-0y, n=2,...,T

for unknown parameters 61,6, and X; ~ Bernoulli(p), for known parameter p. The process
{X.,} is observed through a process {Y,,} defined as:

PY,=xz|X,=2)=q,n=1,...,T
for a known parameter q.
The proposals for 6;(i + 1) and 62(i + 1) are made independently as follows. For k = 1,2,

05 (i) is transformed on a logit scale to h(6j(i)). Then a new value h’ is sampled conditional on
h(0x (7)) so that h' ~ N(h(0(i)),0?), where o is a parameter chosen before the algorithm is run.



Then /' is transformed using the inverse-logit transformation to get a value 65 (i +1) := h=(R/).

Just like with the first two toy examples, we assumed the simplest case, i.e. ggp(z1|y1) = po(x1),
Q0(Tn|Yn, Tn—1) = fo(zn|Tsn—1).

Results

We ran the PMMH algorithm using the code provided by Laubli for p = 0.99,¢q = 0.88, o = 1.
We set the "true” value of (61, 62) to be (0.4,0.7) for the first two runs and (0.3, 0.3) for the next
two runs. For chosen 61,60, we generated a sample Markov Chain {z,} and then a sample of
"observed” data {y,}, which is then the only data used to make inference about the parameter.
We ran the algorithm for M = 1000 iterations and burn-in of B = 100 and obtained satisfactory
results, i.e. the mean of 01 (i) and 05(7) for i = B+1, B+2,..., M was relatively close to the true
values of 61,03. The results are presented in Table 3. The R program is included in Appendix
2.

TABLE 3. Results of PMMH Algorithm applied to Birth-Death Process

True (01,02) Estimate (él, 92) Tace

(0.4, 0.7) 0.3708613, 0.7761187) | 0.249
0.5195078, 0.7059881) | 0.260

(0.3, 0.3) 0.3022617, 0.2888999) | 0.206
0.2649763, 0.3029364) | 0.226

We next decided to attempt to apply the Particle Gibbs algorithm to our model.

7. APPLICATION OF PARTICLE GIBBS TO SUGAR CANES MODEL

In order to apply the Particle Gibbs algorithm to the sugar canes data with discrete time,
we need to modify the model. In particular, we need to consider the state of the plants at each
time k =0,1,..., K. Thus for i € X and k € {0,1,..., K} define:

1, if plant .S; is infected at time k
Xi(k) =
0, otherwise
Then, as in the original model, we have for i € X and time k£ > 1:
(17) P(X;(k) =1|Xi(k—1)=0) =1 — e ik

For k € {0,1,..., K} denote by X (k) the plant sickness data at time k, i.e.
X (k) = (Xi(k), Xa(k),..., Xn(k)). We observe data Y = (X(to), X(t2),...,X(t;)), where
0=ty <t1 <...<t; =K. Let Z be the complete data, so that Z = (X(0), X(1),...,X(K)).

7.1. Application of Gibbs Sampler. We will estimate the parameter from the observed data
Y as follows. We run a PG sampler, that iteratively samples 6(i) and Z(i):

Step 1:



1. Set 0(0), Z(0) arbitrary.

Steps m =2,...,M:

1. Sample (m)|Z(m —1). (Note that with a usual Gibbs Sampler we sample 0(m)|Z(m —1),Y,
but in this problem Y is just a subsequence of Z(n) for all n, and so the information set Z(m)
is the same as the information set Z(m),Y). This will be done using the rejection sampler.
In particular:

e We first propose 8 ~ N(6(m — 1),0%), and accept (i.e. set O(m) := ') iff
log(U) < log 7" — log 7.

e We then propose i/ = N(u(m — 1),03), and accept (i.e. set u(m) := u') iff
log(U) < log 7" — log my4-

e We then propose o’ = N(o(m — 1),0%), and accept (i.e. set o(m) := o) iff
log(U) < log 7" — log moq-

2. Sample Z(m)|0(m),Y,Z(m — 1). This part is done using the conditional SMC Algorithm.
There is however an issue with implementation of this algorithm. For convenience, we will

use T instead of K in the remainder of this section.

Suppose we want to sample X .7 from fy(-|Y, Xy.7), by sampling the elements of the chain
X1,Xag,..., Xy one-by-one (as in the standard conditional SMC algorithm). Recall that for
2 < k < T, the weight corresponding to particle Xﬁ is:
LI
(18) Wk .— fO(XfL‘Xn—ll)g(?(Yn‘Xﬁ)
n - Ak7
a0 (X5 [ Y, X, ")

where Y, is the observation at time n. However, we only observe Y = (X(t1), X(t2), ..., X(t;)).
Define h : I = {1,...,T} — J = {t1,...,t;} so that for each n € {1,2,...,T}, h(n) =
min{k|k € J and k > n}. Then all the information observed at time n is exactly the infor-
mation observed at time h(n) (because any observations made after time h(n) contain the
same amount, or less information, about the states of the plants up to time hA(n), than the
observation made at time h(n)). Therefore Y,, = Y forn=1,...,T, and the formula for
the weight in becomes:

Ak
Wk L f9 (sz ’Xn_l ! )99 (Yh(n) |sz)
= T
40 (X5 [Yhny» X, 77"

n

k k
For the naive sampling, we assume qg(Xﬁ|Yh(n)), Xﬁ:l) = fo (Xﬁ|X:ﬁ11 and thus:
(19) Wy = go (Y| X7)

However, in our model, we have some values of n for which h(n) — n > 4. Take one
such value for n. Then gg(Yh(n)|XfL) is evaluated by considering all possible chains X =
X]:L,X27...,Xh(n)_n,Xh(n)_n_;’_l := Yp(n), calculating the likelihood for each chain, and
adding the resulting values. While calculating the likelihood for a single chain is not very
difficult, the number of possible chains when h(n) —n > 4 may be huge. In the problem,



there are 1742 ~ 1800 plants, and m = 6 observations made, with the time lapse between
consecutive observations usually at least 4, therefore there is a good chance that for some n
(corresponding to the day right after some day when an observation was made), h(n) —n > 4
and the number of plants that get infected between time n and h(n) (inclusive) is at least
% = 300. Thus there are at least 43 different sets of infection times for those plants, and
thus at least 4309 ~ 4.1 x 10 paths. It will take a very long time (even with parallelization)
to calculate so many paths (and this is only for one particle), thus another approach must
be used. One idea is to use an approximation for gg(Yh(n)]Xfl); this may be possible if X;
follows a continuous process; however there does not seem to be an efficient way to produce

a good approximation when X,, is a discrete process.

We first recall the approach used by Laubli (2011) to run the PG sampler for a Stochastic
Oregonator. In that problem, the hidden Markov chain is {X,} with X,, = (X}, X2, X3)
following a jump process with a specified jump matrix A € Z3*® (so that 5 different reactions
are possible). The rate (intensity) of reaction ¢ (1 <i <5) is:

5
pi(x) = 0;h;(x),
j=1

1
where h(x) = (22, 2122, 2!, ixl(:vl —1), 57
and 0; are the unknown hazard rates. The process is observed at discrete times t1,%2,...,tn,
with some measurement error €;, ~ N(x¢,,%,), where 3, is a diagonal matrix with diagonal
entries %, where v is unknown; let y, be the observation at time ¢. Thus the probability
density of the observations is:

v(yf—af)?

m 3
v _—_——
(20) fl/(Yl:m|Xt17-'-aXtm) :HH\/;E 2
i=1k=1

The problem is, given observations y;,ys, - . .,¥,,, to make inference about w := (01, ..., 05,v)".
Laubli applies the SMC sampler to this problem as follows. The algorithm must produce
a sample chain X1.7 := (X4, X¢,, .- .,X¢,,) based on the observed chain y;.; and parameter
w= (él, . ,é5, 19)T. This is done by first producing N samples of X; conditional on y; and
v - which is easy in view of , so that X3 ~ N(y;, X5). The weights for these first particles
%1, .. ,Xiv are calculated using , and then standardized just like in Step 1 of the SMC

algorithm.

Then for every fixed n =2,3...,T":
1. For £k =1,..., N ancestor indices Aﬁ—l are sampled as in the SMC algorithm.
2. (This is the key step) For k = 1,..., N the chain ng:) is simulated on the time interval
k

'\An—l

[th—1,ts] with starting value x;, , := x,"]' and hazard rates 01,...,05. The value of

particle x¥ is set to be the value of the chain at time ¢,, i.e. X* := ng).

3. The weights are calculated using and standardized, as in the SMC algorithm.



We now show how this approach can be applied to our problem. First, we note that
forward-simulating the chain is easy, given the current state x; = (z1(t),...,z5(t)) (where L
is the total number of plants) and parameters p, 6.

1. For every healthy plant j, i.e. for which z;(t) = 0, we calculate the rate \;, defined as:
A= pt0 ) (D3 )
i<t

2. The next state x4 is sampled as:

1, Lj (t)

zi(t+1) =
’ Bernoulli(1 — e ), z;(t)

1
0
Note that sometimes we will impose the restriction that it is possible to obtain the next
observed state from our sampled next state. Thus, if ¢ < h(t), we need to ensure that if a

plant is healthy at time ¢, and healthy at time A(t), then it is also healthy at time ¢ + 1,
so that:

1, xj(t) =1
zj(t+1) =40, zj(t) =0 and z;(h(t)) =0
Bernoulli(1 — e™), otherwise

If we try to apply Laubli’s approach to this problem, during ith step we would generate
N particles x*(t;) based on XAffl(ti_l) by forward-simulating the chain. The problem with
this approach is we would need to enforce x*(t;) to be equal to y(t;) since the sample values
x(t1),...,%x(t;) are generated only for the times when observations have been made. But if
y(t;) = x*(t;), each weight would be equal to 1, and thus every possible chain generated
would have the same likelihood of being sampled.

We propose a slightly different approach. For each j = 1,2...,m we simulate the chain
on the time interval [t;_1,t; — 1], with starting value Yi; and sample parameters u,0,0. We
assign to the particle at time j the value of the chain at time ¢; — 1. Then for each particle
X? the weights are calculated as Wf = Tp,0,0 (e, |X§), where:

Fupo(et+ D)= J[ e 11 (1 — e Mot)
jiaj (t4+1)=0 jiaj (t4+1)=1,2;(t)=0

However, the issue with this "naive” approach is that we are not using the information at
time t; which we do actually have. Thus, because P(z;(t + 1) = 1|z;(t) = 0) is usually very
small, most of the plants at time ¢; — 1 in the simulated chain would be healthy because they
were observed as healthy at time ¢;_;, and in almost all of the generated chains the plants
that get infected between time ¢;_; and ¢; have to do so at time t;, which is unrealistic. But
we know from the observed data that quite a few plants get infected between time t;_; and
t;, so there is a rather significant probability that a significant portion of these plants were
already infected before time ¢;_1 — 1 and #; — 1, respectively.



As a result, it is necessary to simulate the chain one step at a time, taking into account not
just the "forward-propagation” probability, but also the conditional probability go(Y(n) |XF),
which is possible to calculate using a similar trick (and is better than considering all possible
chains), but is complicated from a programming point of view, as it requires recursion on the
number of periods between the next observed state Yy,(,) and the "current” simulated state
Xﬁ Furthermore, it is not clear how many particles are needed to obtain an appropriate
approximation of gg(Yh(n)]Xﬁ) using this method. Finally, we realized that executing this
algorithm would also take a long time, and it might actually take longer than the standard
MCMC with Gibbs Sampling. We thus decided to go back to our original approach and
consider a simplification.

8. MCMC wiTH GIBBS SAMPLING AND SIMPLIFICATION

8.1. Discrete Model. We first analyze the complexity of the Metropolis within Gibbs algo-
rithm for the execution of a single iteration, if no simplifications are made. Consider an arbitrary
iteration of the algorithm. We propose a new value 7/ = 7; £ 1 (with probability % each) one-
by-one for each plant S; of the N plants. We then accept iff logU < logm(8,p,0,{17}) —
log m(0, u, o, {71}) and reject otherwise.

Recall that if U; < 7; < L; for every plant S;, the formula for log 7 (0, u, {7,}) is:

K
(21) log (0, .0, {7 }) = C' + S(p,0,0) + > (Y log(L—e k) = Y A1)

k=1 i:m;=k >k
K
(22) =C+8(p,0,0) + > O _[I(ri = k)log(1 — e ¥*) = I(7; > k)Ai))
k=1 i€eX
where:
(23) Nig =p+0 Y f(D(i,5) =p+0Y f(DG))I(7; < k)
Jiri<k JEX

The calculation of log 7 (6, u,0,{7}) is done by iterating through each time k in the chain
(for k =1,...,K), and during each iteration, calculating \; j, for each plant S; using . The
calculation of each \; is done by iterating through all plants j and adding 6 f(D(7, 7)) to the
running total if 7; < k. Thus the calculation of each \;; takes O(N) time, the calculation of
all \;  for fixed k takes O(N?) time. Therefore the time complexity of a single computation of
log 7(6, p, {m,}) takes O(N?K) time.

There are O(N) calculations of log 7 (0, i, o, {7,}) made during a single iteration of the Gibbs
sampler (as we propose ', ¢, o’ and 7/ for each plant S; of the N plants). Therefore a single
iteration of the algorithm takes O(N3K) time.



There are O(N) calculations of log 7(6, i, {7,}) made during a single iteration of the Gibbs
sampler (as we propose ', 0" and 7, for each plant x of the N plants). Therefore a single itera-
tion of the Gibbs sampler takes O(N3K) time.

We now show how this running time can be significantly improved due to the large number
of cancelations in the expression log (0, i1, 0, {7},}) — log 7 (60, 1, o, {74 }) when 7] = 7; for all but
one plant S;, and for that plant S;, 7/ = 7; £ 1. We will show what happens in the case when
7/ = 7; + 1 (the case 7/ = 7; — 1 is similar). Let:

log (6, i, 0, {mn}) = > _[I(7i = k) log(1 — e %) = I(7; > k)Aix]
1EX
We consider simplifying each of the expressions

Dk = lOg Wk(07 u, o, {T;L}) - lOg Wk(97 u, o, {Th})

Case 1: k <7 or k> 7+ 1. Then I(1; < k) = I(7; < k) for each j € X, therefore by ,
)\j,k = )\_/],k‘ for all ] Again, since I(TJ < k') = I(T], < k,‘) and I(Tj = k) = I(Tj/ = k) for each
j € X, it follows by that Dy = 0.

Case 2: k = 7;. Then (1; < k) = I(1; < k) for each j € X, therefore \;), = A} for all j.
Furthermore I(7; < k) = I(7; < k) for each j € X — {i}. Therefore:
Dy, = D, = —log(1 — e k) — N\
The complexity of computation of D, is the same as the complexity of computation of A;,
which is O(N).
Case 3: k=7;+ 1. Then I(1; < k) = I(7] < k) for each j € X — {i}. Therefore X} — \;) =
—0f(D(i,j)) for each j € X — {i}. We have:

Dp=Drp1 =Y [I(7) =7 +1)log(1 — e k) = I(r] > 7 + 1N, 4] —
jex

D =7+ 1)log(l — e k) — I(7; > i + 1)Aju]

JEX
=Y fea(—c e og(l—e M YT (W Age)+llog(l—e N b
jex—{i}:mj=m+1 jexX—{x}m>1+1
=Y fogl—eMa)log(l-e NNt ST 0D, )+ log(1—e M)A
jex—{i}:mj=m+1 jex—{i}m>1+1

The first sum cannot be simplified further. The computation of that sum takes O(Nsy) time,
where sy is the number of plants that get infected at time k = 7; + 1 (excluding plant z). The
computation of the second sum takes O(N) time, while the computation of the third sum also
takes O(N) time. Thus the computation of D, y; takes O(Ns;,41) time.

Using the above simplification it follows that the computation of D = log7(6,u, 0, {7}}) —
log (0, 1,0, {71}) can be done in O(Ns;1) time. On average, about % plants get sick at a



particular time (and this number is usually twice less than that since at time K around a third of
all the plants get sick), so we can assume that s,y € O( ) and thus the computation of D can
be done in O( ) time when 7/ is proposed for a single plant 5;. Hence the total computation
of D for each of the N plants takes 0(7) time. The computation of D when we propose p/
or § takes O(N?K) time. Thus the complexity of a single iteration of the Gibbs Sampler can
be reduced to O(N? max(%, K)). In our problem N > K? and thus the complexity becomes
O(Nf), an improvement of a factor of K2 over the previous bound of O(N3K). In our problem
K = 30, thus this factor is around 900.

We also note that D = logn (0, i/, 0, {}) —log 7 (0, 1, 0, {7 }) can be significantly simplified,
leading to faster computation of the portion of the algorithm in which a new value of pu is
proposed. While this does not change the running time complexity (as such simplification is not
possible when a new value of 6 is proposed), it still leads to a significant reduction in computation

time. Using , we have:

K
(24) D= Z Y (log(1 — e k) —log(1 — e~ Z > (N — Aik)]
k

k=1 i:7;,= =1 &:;>k
K K
(25) Z 37 (log(1 — e k) —log(1 — e )] = SIS (1 — )]
=1 iT;=k k=1 i:7;>k

The second sum in contains a lot more terms than the first one, and each term in the sum
requires the calculation of X, ,, \; ;. However, in |D we see the second sum is a very simple
expression that takes much less time to compute.

Results

The above simplification was implemented in the program by Alexander together with Xin. We
first did not implement the simplification in and we kept o fixed at 1, since we just wanted a
rough estimate of how much less time the new program would take to complete 11000 iterations
(burn-in of 1000). The program was run on a subset of the data - a 10 by 10 subgrid of the
whole grid containing 120 plants. It took around 15 minutes to complete (compared to the time
of about 90 minutes for the original program). For the smaller grid N = 120, K = 30, thus
N < K? and the asymptotic improvement in running time should be O(N) - which was not the
case. Nevertheless, the improvement in running time was significant. However, we would still
expect the program to take over a day to complete on the full grid, and we therefore decided to
further simplify the likelihood function.

8.2. Kernel Truncation. We decided to truncate the kernel of the Gaussian function f. In
particular, we used a new model with a simpler expression for \; ;:

(26) Np=p+0 Y f(DL)

i<k & D(i,j)<4o
This significantly simplified the calculation of ); 5, since now in the summation of f(D(3,j)) we
would need to only consider the plants S; ”close enough” to plant S; instead of all 1742 plants.



In particular, if o ~ 1, all plants S; at distance at most 40 from S; would be contained in a
8 x 8 square with center at the location of plant .S;. The horizontal distances between the plants
are about 1.5, while the vertical ones are 0.5, therefore the plants contained in that square form
approximately a 5 X 17 grid, containing 85 plants - which is around 20 times less than the total
number of plants.

The implementation of the truncated kernel in the program was non-trivial. Originally, the
plant locations were essentially stored in a two-dimensional array (the x-coordinates were stored
in one array, and the y-coordinates in the other). Thus, for a fixed plant S; and fixed o, to
obtain the list of all plants S; with D(i, j) < 40, we would still need to traverse the whole array,
thus taking O(N) time, providing no improvement over the program version with no truncation

in terms of running time complexity.

Xin came up with the following solution. Before starting the MCMC algorithm, for each
plant S;, we would create an array SortedPlant;, which contained all plants j € X, sorted
by their distance from plant S; (with SortedPlant[0] being plant S;, SortedPlant[1] being the
second closest plant to .S;, etc.) Then, when the calculation of A; ;, was necessary for some fixed
i, k, we would traverse the plants in SortedPlant; until we came across a plant S; such that
D(i,j) > 4o, at which point the loop would stop. This idea was proposed and implemented by
Xin.

(Note that I attempted a different solution at first, but it was not as efficient, and the code
implementation contained a few mistakes. This was then modified to arrive at Xin’s solution to
the problem.)

Results
Xin ran the new version of the program on the full grid for 11000 iterations (this time including
the estimation of o), and it took around 90 minutes to complete. She then also implemented
the simplification for p proposal using , and the resulting program took just 55 minutes to
complete - an improvement by a factor of around 2880 over the estimated time of 110 days it
would take for the original program to complete the same number of iterations (note the original
program kept o fixed at 1). The program is included in Appendix 2.

The Inverse Gamma priors for the parameters were set to be:
u~I1G(1,0.01),0 ~ IG(1,0.05),0 ~ IG(1,1)

The values of o; used for parameter proposals were set to be:

o1 :=0.01,09 :=0.002, 053 := 0.1

I ran the program again. My computer is slower than Xin’s, and the program took 2.5 hours
to complete. The results of the run are presented below. For each parameter estimated, we



list the estimated value, acceptance rate, varfact, and standard error. The burn-in used was
B = 1000.

TABLE 4. Results of Estimation for Discrete Model

Parameter | Estimate Tace Varfact Std. Error
I 0.003091912 | 0.207818 | 5.352486 | 0.0000201076
0 0.041815 | 0.265182 | 32.33533 | 0.0002403047
o 1.088274 | 0.448455 | 34.94238 | 0.0056628540

The average acceptance rate of 7; was 0.734830 (averaging over all 7;). We do not include
the estimated values for 7;, since there are 1742 of them. We also present the time it took to

complete each portion of the algorithm:

e Sorting plants to produce the arrays SortedPlant;: 32.521 seconds.
e Updating mu: 100.077 seconds.

e Updating theta: 4079.273 seconds.

e Updating sigma: 727.8630 seconds.

Updating 7;: 4182.659 seconds.

Finally, we have included the trace plots for u,o and o in the parameters in Appendix 1.
They look quite good.

8.3. Continuous Model. Now let us go back to the continuous model. To estimate the param-
eters in the model, we use the same Metropolis within Gibbs Algorithm as in the discrete model,
however the proposal for 7/ is different. One-by-one, for each i € X', we propose 7] ~ N (7, o?).
We then accept (i.e. set 7;(n) := 77) iff log(U) < log " — log mya, where log7 is defined as in
. We demonstrate how log 7’ — log 7yq can be simplified.

Suppose 7. = 7, for all plants S, except for some plant S, for which 7, < K. Suppose 7, > 7,
(the case 7, < 7, is similar). Then:

logﬂ(/‘a 0,0, {T}IL}) - logﬂ—(/‘? 0,0, {Th}) = - Z [K:u +0 Z (K - Té)f(D(iU, y))]
T >K Yy, <K

+ > K =0 ) (m 7)) f(D(w,y) +log(u+6 Y f(D(x,y))]

z:7), <K YTy <Th YTy <Th
+ Y [Kp+6 Y (K—7,)f(D(x,y))
T >K Yy <K

= > [Km—0 > (e —m)f(D(x,y) —log(p+6 > f(D(z,y)))]

T <K YTy <Tg Yoy <T
(27) = > 0 -n)fD@2))+ Y. 0 —7)f(D(x,2))

(28) —u(ri =)+ Y [0 =) f(D(@ )]+ Y [F0(rl = 7.) f(D(x, 2))]

T, ST <T), LTy <Tz



(29) +log(N, ) —log(her) + Y [log(N, ) —log(Aarr,)]

T <Tp<T)

In the first term corresponds to change in log likelihood for plants x, for which 7, > 77, to
get infected; the second - the change in log likelihood for plants satisfying 7, < 7, < 7.. The
terms in correspond to the change in log likelihood for plant z. contains the terms
for which As change since the values A, r, change only for plant z and for plants = for which
T, < 7 < 75. Note that:

Nop=p+0 > f(D@2)+0 >  f(D@2); Ao =p+0 > f(D(x,2))

LTy <Tz T, <Tp<T. LT <Tz

= )‘lz,Té = )‘Z,Tz +0 Z f(D(x’ Z))

7 <Tp<T,

and

N =p+0 Y f(D@,9); Aar, =p+0 Y f(D(x,y))
YTy <Tw YTy <Tg
so that Agr, = X, -, +0f(D(z,2)).
Finally, we note that the portion of the algorithm in which a new value of u is proposed can
be simplified in essentially the same way as with the discrete model.

Results

I modified the final version of the program for the discrete model to implement the Metropolis
within Gibbs Sampler for the continuous model, including the simplification described above.
The program ran in only 40 minutes on my computer (and would thus take even less time on
Xin’s computer.) The reason why the program ran faster for the continuous version than for
the discrete one can be attributed to the fact that the expression for log 7 in is simpler than
in @ However, we realized that the expression in @ can be rewritten in the same form as
(7)), which would give faster computation time of log w and hence even faster execution of the
discrete version for the program. The program is included in Appendix 2.

We note that the continuous model is more realistic than the discrete one. Because the pa-
rameter estimates are similar for both models, and the computation time is rather small for
both models (after all simplifications have been implemented), it is more desirable to use the
continuous model.

The values of o; used for parameter proposals were set to be:
o1 :=0.005,09 = 0.0005,03 = 0.07,04 = 1

The estimation results are presented below. For each parameter estimated, we list the es-
timated value, acceptance rate, varfact, and standard error. We see that the estimates and
standard errors for the continuous version are close to those for the discrete one.



TABLE 5. Results of Estimation for Continuous Model

Parameter | Estimate Tace Varfact Std. Error
1 0.003108482 | 0.567091 | 16.37271 | 0.0000172784
0 0.03929908 | 0.403364 | 30.68109 | 0.0002306296
o 1.103936 | 0.530273 | 34.75518 | 0.00582527

The average acceptance rate of 7; was 0.824523 (averaging over all 7;). We do not include
the estimated values for 7;, since there are 1742 of them. We also present the time it took to

complete each portion of the algorithm:

e Sorting plants to produce the arrays SortedPlant;: 35.882 seconds.
e Updating mu: 551.147 seconds.

e Updating theta: 546.323 seconds.

e Updating sigma: 553.214 seconds.

e Updating 7;: 712.049 seconds.

We have included the trace plots for u, o and o in the parameters in Appendix 1. They look
quite good. Finally, we have also included a histogram of the estimated values of 7; in Appendix
1 (we have only included values for which 7; < K). We see that for each i € X and 7; < K,
the estimated value 7; tends to be close to the midpoint of the interval in which the plant got
infected, i.e. the value Li;Ui. This is not surprising, since we are looking at the mean of 7;(n)
form=B+1,B+2,...,M, and from the observed infection states it seems that the plants

become infected in a relatively even manner. We note however that while the distribution of

the simulated values 7;(n) may be rather interesting, the more important part in this problem

are the values of the model parameters u, 0, o.

We also ran the program (included in Appendix 2) estimating the parameters of the con-
tinuous time model using Metropolis within Gibbs (and using simplifications) but no kernel
truncation for 1000 iterations, with a burn-in of 100. The program ran in around 122.7 minutes,
which would correspond to around 1349.7 minutes (or 22.5 hours) for 11000 iterations, about
33.7 times slower than for the continuous time version with kernel truncation. The estimates
were close to those for the version with truncated kernel. (For greater confidence in our results,
we would need to run the program for more iterations, e.g. 11000 instead of 1000). The simi-
larity in estimated values suggests that using the truncated kernel is appropriate for this problem.

The estimation results are presented below. For each parameter estimated, we list the esti-
mated value, acceptance rate, varfact, and standard error.

The average acceptance rate of 7; was 0.825757 (averaging over all 7;). We do not include
the estimated values for 7;, since there are 1742 of them. We also present the time it took
to complete each portion of the algorithm. Not surprisingly, most of the time was spent on
updating 7;:

e Updating mu: 916.023 seconds.
e Updating theta: 914.963 seconds.



TABLE 6. Results of Estimation for Continuous Model, no Truncation

Parameter | Estimate Tace Varfact Std. Error
7 0.003062761 | 0.576000 | 7.921256 | 0.00003762047
0 0.03817787 | 0.379000 | 30.61165 | 0.0007866118
o 1.131010 | 0.533000 | 31.73272 | 0.01966360

e Updating sigma: 914.369 seconds.
e Updating 7;: 4615.493 seconds.

9. CONCLUSION

We have discussed our work on the problem of estimating the parameters in Spatial Infectious-
Disease Models from Guadeloupean sugar cane plant infection data, using MCMC methods. We
started with estimating a relatively basic discrete time model, but found our method of estima-
tion, Metropolis within Gibbs Algorithm, too inefficient. Particle MCMC was then considered
as an alternative, but was found to be too complex for this problem, especially from the com-
putational point of view - as we would probably need a lot of particles to obtain a decent
approximation of marginal likelihood.

We then went back to the MCMC with Gibbs Sampling, and realized that it was possible to
significantly simplify the computation of log 7w’ — log m,q when new values of 7; were proposed
(one-by-one), as well as when a new value of p was proposed. Computation time was further
reduced by truncating the kernel of the Gaussian function included in the likelihood function ex-
pression, leading to a significant reduction of the number of terms that had to be computed. The
implementation of the simplification was relatively straightforward, while the implementation
of the truncated kernel idea required a programming trick, which was eventually successfully
completed by Xin. The final version of the program for the discrete model ran in 55 minutes on
Xin’s computer, which is 2280 times faster than the original estimated time of 110 days that it

would take to complete 11000 iterations for the original program.

Finally, we modified our program to estimate the continuous infectious-disease model. We
found that the calculation of log7 could be significantly simplified, and the final version of
the program took 40 minutes to run on my computer (which is slower than Xin’s computer).
The parameter estimates were similar to the estimates produced for the discrete time model.
They were also similar to the estimates produced for the continuous time model with no ker-
nel truncation, suggesting that using the truncated kernel model is appropriate for this problem.

We were happy that we managed to reduce computation time a lot, and achieved the desired
estimation of the continuous time model in a short period of time. We believe that it may be
possible to use a similar approach to perform inference in an even more complicated infectious
disease model. One possible extension of our current continuous model is to consider \; ; depen-
dent on time. Furthermore, we could consider time-varying rate at which the infection spreads



from an infected plant (instead of just a constant €) - for example, if the plant is infected for a
longer period of time, the infection on it is more severe, and the rate 6 at which the infection
spreads from the plant is greater.
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